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The Imp Language

We have so far only been talking about basic mathematical principles and using a simple language of arithmetic
programs as an example. That language, however, is far too restricted to talk about the full range of possible
programs and computations. We now introduce a more realistic, but still small and simple imperative language
that includes not only arithmetic expressions and variables, but also control flow constructs like if and while.

1 A Simple Imperative Language

The language we will look at is Imp. Its syntax is a bit more complicated, consisting of three different parts:
arithmetic expressions, boolean expressions, and commands. The BNF grammar for Imp is as follows.

AExp : 0 F = | G | 01 + 02 | 01 ∗ 02 | 01 − 02

BExp : 1 F true | false | 01 = 02 | 01 ≤ 02 | 11 ∧ 12 | 11 ∨ 12 | ¬1
Com : 2 F skip | G B 0 | 21 ; 22 | if 1 then 21 else 22 | while 1 do 2

As in Arith, the syntax = + < denotes the syntactic expression with three symbols, =, +, and <, not the
number that is the sum of = and <.

1.1 Small-Step Operational Semantics

Like Arith, the small-step operational semantics for Imp is defined on configurations that consist of a piece
of syntax and a store. The rules tell us how to reduce a single configuration one step a time. By applying them
repeatedly in sequence, we can see how a program computes, (possibly) eventually reducing to 〈skip, f〉,
which indicates the program is done.

However, Imp has three different types of syntax! That means we need three sets of operational semantic
rules, one for each. The types of these relations are as follows

−→0 ⊆ (AExp × Store) × AExp
−→1 ⊆ (BExp × Store) × BExp
−→2 ⊆ (Com × Store) × (Com × Store)

As before, we write 〈2, f〉 −→2 〈2′, f′〉 to indicate that a configuration 〈2, f〉 reduces to configuration
〈2′, f′〉 in a single step. Note that the steps for expressions (both arithmetic and boolean) do not contain a
store on the right side. That is because the only way to assign variables is in commands, so expressions cannot
change the store and there is no reason to track an “output” store of those steps.

We now present the small-step semantic rules for Imp. For simplicity (to avoid the need to worry about
free variables), we will assume our stores are total functions from the space of variables to integers (Store =

Var → Z). We could define a default value (say 0), but it won’t be necessary as long as we assume some
mapping exists.

Arithmetic Expressions. These rules are identical to the rules for Arith, except there is no assignment rule.

f(G) = =

〈G, f〉 −→0 =

⊗ ∈ {+, ∗,−}
〈01, f〉 −→0 0′1

〈01 ⊗ 02, f〉 −→0 0′1 ⊗ 02

⊗ ∈ {+, ∗,−}
〈02, f〉 −→0 0′2

〈= ⊗ 02, f〉 −→0 = ⊗ 0′2

⊗ ∈ {+, ∗,−}
< = =1 ⊗ =2 (mathematically)

〈=1 ⊗ =2, f〉 −→0 <

Boolean Expressions. These rules are similar and we leave them as an exercise. Note that they are defined in
terms of the −→0 rules, but not vice-versa.
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Commands. We again use f[G ↦→ =] to indicate the function that maps G to = but otherwise behaves exactly
as f.

[AsgnN]
〈G B =, f〉 −→2 〈skip, f[G ↦→ =]〉

[AsgnA]
〈0, f〉 −→0 0′

〈G B 0, f〉 −→2 〈G B 0′, f〉

[SeqC]
〈21, f〉 −→2 〈2′1, f

′〉
〈21 ; 22, f〉 −→2 〈2′1 ; 22, f

′〉
[SeqSkip]

〈skip ; 2, f〉 −→2 〈2, f〉

[IfB]
〈1, f〉 −→1 1′

〈if 1 then 21 else 22, f〉 −→2 〈if 1′ then 21 else 22, f〉

[IfT]
〈if true then 21 else 22, f〉 −→2 〈21, f〉

[IfF]
〈if false then 21 else 22, f〉 −→2 〈22, f〉

[While]
〈while 1 do 2, f〉 −→2 〈if 1 then (2 ; while 1 do 2) else skip, f〉

There is no rule for skip because the configuration 〈skip, f〉 is irreducible—it indicates the (sub)program
has terminated. In all other cases, there is exactly one rule that applies. Notably, that makes −→2 a partial
function with type

−→2 : (Com × Store) ⇀ (Com × Store).

Similarly, −→0 and −→1 are also partial functions.
We can again define a multi-step rule that for zero or more steps of a configuration.

〈2, f〉 −→∗
2 〈2, f〉

〈2, f〉 −→2 〈2′, f′〉 〈2′, f′〉 −→∗
2 〈2′′, f′′〉

〈2, f〉 −→∗
2 〈2′′, f′′〉

These rules tell us all we need to know to run Imp programs.
Unlike Arith programs, not all Imp programs terminate! The simplest nonterminating program one can

write in Imp is the infinite loop: while true do skip. Indeed, while Arith programs could only represent
arithmetic computations, Imp is Turing complete, which means it can represent any computation a Turing
machine—or most any programming language—can compute.

1.2 Other Semantics

Some of these operations, particularly the small-step rules for arithmetic and boolean expressions, may seem
somewhat tedious. Those expressions always terminate, so why do we have to move them one step at a time
to see what happens? There should be a way to “jump” all the way to the end in one “big” step. Indeed there
is, and we will see how to define such a big-step semantics for both expressions and all of Imp next time.
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